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Topic 5:

MEASURES OF SPREAD

OVERVIEW

In the previous topic you explored important numerical measures of the center of a distribution.  In this Topic you will investigate similar numerical measures of a distribution’s variability.  These measures will also lead you to the discovery of another visual display (the boxplot) and to a very important technique (standardization) that will appear throughout the course.

OBJECTIVES

· To learn to calculate certain statistics (range, interquartile range, standard deviation) for summarizing the variability of a distribution of data.

· To discover the five-number summary of a distribution.

· To explore the boxplot as another convenient and informative visual display of a distribution.

· To investigate and determine properties of these summary statistics.

· To understand the empirical rule as a means for interpreting the value of standard deviation for certain types of distributions.

· To appreciate the applicability of calculating z-scores for comparing distributions of different variables.

· To recognize some of the limitations of these measures of variability.

Activity 5-1:  City Temperatures

The following table reports the average monthly temperatures for San Francisco, California, and for Raleigh, North Carolina.  Dotplots of these twelve temperatures for each city appear below.
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(a) Calculate the median value of these temperatures for each city.  (Remember to arrange the data in order first or use the ordering provided by the dotplots.)  Mark the medians on the respective dotplots.  Are these medians fairly close?

Raleigh median:


San Francisco median:

Close?

(b) Since the centers of these distributions are very close, can one conclude that there is not much difference between these two cities with regard to monthly temperatures?  Explain.

(c) Which city has more variability in its monthly temperatures?

(d) What is the highest monthly temperature for Raleigh?  What is the lowest?  Calculate the difference between them.

highest:


lowest:  


difference:

(e) What is the highest monthly temperature for San Francisco?  What is the lowest?  Calculate the difference between them.

highest:


lowest:  


difference:

A very simple, but not particularly useful, measure of variability is the range, calculated as the difference between the maximum and minimum values in the data.

Another measure of variability is the interquartile range (IQR), the difference between the upper quartile and the lower quartile of the distribution.  The lower quartile (or the 25th percentile) is the value such that about 25% of the observations fall below it and 75% above it, while the upper quartile (or 75th percentile) is the value such that about 75% of the observations fall below it and 25% above it.  Thus, the IQR is the range of the middle 50% of the data.  To find the lower quartile, one finds the median of those observations falling below the location of the actual median.  (When there is an odd number of observations, one does not include the actual median in either group.)
(f) Find the lower quartile and upper quartile for Raleigh.
(g) Calculate the interquartile range (IQR) of Raleigh’s distribution by determining the difference between the quartiles.

(h) Is the IQR of Raleigh’s monthly temperatures greater or less than the IQR for San Francisco’s monthly temperatures, which turns out to be 10?  Is this what your answer to (c) would have predicted?

The median, quartiles, and extremes (minimum and maximum) of a distribution constitute its five-number summary, so called because it provides a quick and convenient description of where the four quarters of the data fall.

(i) The table below reports the five-number summary for San Francisco’s monthly temperatures.  Fill in this summary for Raleigh’s monthly temperatures.
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(j) Construct a boxplot of the distribution of Raleigh’s monthly temperatures below the boxplot for San Francisco’s
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Activity 5-21:  Limitations of Boxplots

Consider the hypothetical exam scores presented below for three classes of students.  Dotplots of the distributions are also presented.
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(a) Do these dotplots reveal difference among the three distributions of exam scores?  

(b) Create boxplots (on the same scale) of these three distributions.

(c) If you had not seen the actual data and had been shown only the boxplots, would you have been able to detect the differences in the three distributions?

Activity 5-2:  City Temperatures

Other measures of variability examine observations’ deviations from the mean.

(a) The mean of Raleigh’s monthly temperatures is 59.25 degrees Fahrenheit.  Complete the two missing entries (for March and for July) in the “deviation from mean” row below.
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(b) Add those deviations to the table and then calculate the sum of all the deviations.  What value should this sum equal (if there are no rounding discrepancies)?

(c) Since a measure of spread is concerned with distances from the mean rather than direction from the mean, work with the absolute values of the deviations by completing the missing entries in that column of the table.  Then add those absolute deviations. 

(d) Calculate the average (mean) of these twelve absolute deviations from the overall mean temperature.

The measure of variability that you have just calculated is the mean absolute deviation (MAD).  It is an intuitively sensible but not widely used measure of variability.

(e) An alternative to working with absolute values is to square the deviations from the mean.  Complete the missing entries in the “squared deviations column of the table, and then sum those squared deviations.

(f) Divide the sum of squared deviations by 11 (one less than the sample size).

(g) To convert back to the original units rather than square units, take the square root of your answer to (f).

You have just calculated the standard deviation for these data, a widely used measure of variability.  To compute the standard deviation, one calculates the difference between the mean and each observation and then squares that value for each observation.  These squares are then added and the sum is divided by n – 1 (one less than the sample size).  The standard deviation is the square root of the result.

It might be helpful to introduce some notation at this point.  If we let 
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 observation and continue to let n denote the number of observations, then we can express the formula for calculating the sample mean (which we will denote by 
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 (read “x-bar”)) by
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where the 
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symbol means to add up what follows it.  Similarly, we can express the formula for calculating the sample standard deviation (which we will denote by 
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 or 
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) by





[image: image10.wmf]()

1

i

x

xx

s

n

-

=

-

å


Activity 5-3:  Interpreting Spread and Boxplots

As with measures of center, the abilities to understand the properties of these measures of spread and to interpret them correctly are more important than being able to perform the calculations.

The following dotplots show the distributions of highway miles per gallon ratings for cars in the sports, small, and upscale classifications.
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(a) The tables below report the interquartile range and standard deviation of these MPG ratings for each group.  Your task is to use the dotplots (do not perform any calculations) to identify which pair of statistics (A, B, C)  goes with which car classifications (upscale, sports, small).
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(b) Recall that dotplots for the data on senators’ years of service, states’ percentages of urban residents, and textbook prices appear in Activity 4-2.  The table below reports the five-number summaries for these data:
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Boxplots of these variables appear below.  Use the information in the dotplots and the five-number summaries to identify which variable goes with which boxplot. 
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Activity 5-4:  Supreme Court Justices (cont.)
Reconsider the data on Supreme Court justices’ years of service as reported in Activity 4-1.
(a) Enter the data into your calculator as a list and use the 1-Var Stats command in the STAT > CALC menu to compute the standard deviation, quartiles, minimum, and maximum of the years of tenure.  Use this information to calculate the interquartile range and range of the years of tenure and record these results in the first row of the table below.
(b) Now imagine that Justice Rehnquist has served for 47 years rather than 27.  Use the Stat List Editor to change his value to 47.  Recalculate the standard deviation, IQR, and range in this case; record the values in the table.
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(c) Finally, suppose that Justice Rehnquist’s 27 years of service has been mistakenly recorded as 227 years.  Again change this value and recalculate the standard deviation, IQR, and range, recording the values in the table.

(d) Based on these calculations, which of these measures of spread would you say is resistant?  (Recall the definition of resistance from Activity 4-3.)

Activity 5-7:  Value of Statistics (cont.)

Consider the ratings of five hypothetical classes, where the data are given in the table and displayed in the following histograms:
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(a) Judging from the tables and histograms, take a guess as to which has more variability between classes F and G.

(b) Judging from the tables and histograms, which would you say has the most variability among classes H, I, and J?  Which would you say has the least variability?

most variability:


least variability:

(c) The range, IQR, and standard deviation of the ratings for each class are given in the table below:
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(d) Between classes F and G, which has more “bumpiness” or unevenness?  Does that class have more or less variability than the other?

(e) Among classes H, I, and J, which distribution has the most distinct values?  Does that class have the most variability of the three?

(f) Based on the previous two questions, does either “bumpiness” or “variety” relate directly to the concept of variability?  Explain.

A common misconception about variability is to believe that a “bumpier” histogram indicates a more variable distribution, but this is not the case.  Similarly, the number of distinct values represented in a histogram does not necessarily indicate greater variability.

Activity 5-9:  Hypothetical manufacturing Processes (cont.)

Consider again the following dotplots (from activity 3-9) of data from hypothetical manufacturing processes.  
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The following table lists the means and standard deviations of these processes.  
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(a) Match each dotplot  (A, B, C, and D) with its numerical statistics (1, 2, 3, or 4).  

Activity 5-5:  Placement Exam Scores

Refer back to activity 3-8, which reported scores on a mathematics placement exam.  The mean score on this exam is 
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.  The frequency of each score and a histogram of this distribution follow.
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(a) Does this distribution appear to be roughly symmetric and mound-shaped?

(b) Consider the questions of how many scores fall within one standard deviation of the mean (denoted by 
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).  Determine the upper endpoint of this interval by adding the value of the standard deviation to that of the mean.  Then determine the interval’s lower endpoint by subtracting the value of the standard deviation from that of the mean.
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(c) Look back at the table of tallied scores to determine how many of the 213 scores fall within one standard deviation of the mean.  What proportion of the 213 scores is this?

(d) Determine how many of the 213 scores fall within two standard deviations of the mean, which turns out to be between 2.503 and 17.939.  What proportion is this?

(e) Determine how many of the 213 scores fall within three standard deviations of the mean, which turns out to be between –1.356 and 21.798.  What proportion is this?

You have discovered what is sometimes called the empirical rule.  It turns out that with mound-shaped distributions, about 68% of the observations fall within one standard deviation of the mean, about 95% fall within two standard deviations of the mean, and virtually all of the observations fall within three standard deviations of the mean.
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Notice that this applies to mound-shaped distributions but not necessarily to distributions of other shapes.  This rule provides a way of interpreting the value of a distribution’s standard deviation.  Note how this compares with the IQR, which reveals the range of the middle 50% of the data, and with the quartiles themselves, which specify the values between which that middle 50% falls.
Activity 5-6:  SAT’s and ACT’s
Suppose that a college admissions office needs to compare scores of students who take the Scholastic Aptitude Test (SAT) with those who take the American College Test (ACT).  Suppose that among the college’s applicants who take the SAT, scores have a mean of 896 and a standard deviation of 174.  Further suppose that among the college’s applicants who take the ACT, scores have a mean of 20.6 and a standard deviation of 5.2.

(a) If applicant Bobby scored 1080 on the SAT, how many points above the SAT mean did he score?

(b) If applicant Kathy scored 28 on the ACT, how many points above the ACT mean did she score?

(c) Is it sensible to conclude that since your answer to (a) is greater than your answer to (b), Bobby outperformed Kathy on the admissions test?  Explain.

(d) Determine how many standard deviations above the mean Bobby scored by dividing your answer to (a) by the standard deviation of the SAT scores.

(e) Determine how many standard deviations above the mean Kathy scored by dividing your answer to (b) by the standard deviation of the ACT scores.

This activity illustrates the use of the standard deviation to make comparisons of individual values from different distributions.  One calculates a z-score, or standardized score, by subtracting the mean from the value of interest and then dividing by the standard deviation.  These z-scores indicate how many standard deviations above (or below) the mean a particular value falls.  One should use z-scores only when working with mound-shaped distributions, however.
(f) Calculate the z-score for the applicant Peter, who scored 740 on the SAT, and for applicant Kelly, who scored 19 on the ACT.

(g) Under what conditions does a z-score turn out to be negative?

Activity 5-18:  GPAs

Suppose the distribution of GPAs at Jefferson High School has a mean of 2.7 and a standard deviation of 0.37.  The GPAs at Washington High School have a mean of 2.8 and a standard deviation of 0.33.

(a) Ted, a student at Washington High School, has a GPA of 3.25, and Frank, a student at Jefferson High School, has a GPA of 3.17.  Calculate the z-score for Ted and Frank and comment on which of them has the higher GPA relative to his peers.

(b) What GPA would Ted need to have the same z-score as Frank?

(c) Torsten, another student at Jefferson High, has a GPA of 3.07.  Assuming that these GPAs follow a mound shaped distribution, approximately what proportion of Jefferson High School students have a larger GPA?

Activity 5-19:  Heights of Volleyball Players

Suppose the average height of women collegiate volleyball players is 5’9”, with a standard deviation of 2.1”.  Assume that heights among these players follow a mound-shaped distribution.

(a) According to the empirical rule, about 95% of women collegiate volleyball players have heights between what two values?

(b) What does the empirical rule say about the proportion of players who are between 62.7 inches and 75.3 inches?

(c) Reasoning from the empirical rule, what is the tallest we would expect a woman collegiate volleyball player to be?
Activity 5-23:  More Measures of Center
Consider the following three numerical measures of the center of a distribution:

· trimmed mean:  the mean of the observations after removing the largest 5% and smallest 5%

· midrange: the average of the minimum and maximum

· midhinge:  the average of the lower and upper quartiles

(a) Which of these three measures of center is resistant to outliers and which is not resistant?  Explain your answers based on how the measures are defined.

Activity 5-24:  Hypothetical ATM Withdrawals
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Suppose that a bank wants to monitor the withdrawals that its customers make from automatic teller machines at three locations.  All missing entries are zeros.

(a) Calculate the mean and standard deviation of the cash withdrawal amounts at each machine.  Are they identical for each machine?

(b) Are the distributions themselves identical?  Would you conclude that the mean and standard deviation provide a complete summary of a distribution of data?

Activity 5-25:  Five on Five

Suppose that one’s data consists of the numbers 1, 2, 3, 4, and 5.

(a) Calculate the five-number summary.

(b) Does the five-number summary consist of these five numbers?

WRAP-UP

In this topic you have learned to calculate and studied properties of the range, interquartile range, and standard deviation as measures of the variability of a distribution.  You have also discovered a new visual display, the boxplot, and studied the five-number summary on which it is based.  In addition, you have explored the empirical rule and z-scores as applications of the standard deviation.

To this point you have dealt primarily with one distribution.  Often it is more interesting to compare distributions between two or more groups.  In the next topic you will discover some new techniques and also apply what you have learned so far to that task.
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